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Generative AI (genAI) allows for the enhancement of personalization in immersive virtual environments (IVEs) for relaxation and
wellness purposes. Unlike traditional customization methods, genAI enables users to generate environments via natural language
prompts. This study evaluates the feasibility of genAI IVEs through a usability study where three participants created and experienced
personalized environments using SkyboxAI and a Meta Quest 3 headset. Content analysis revealed themes of control, realism,
engagement, and misalignment with expectations. While genAI offers creative freedom, limitations in dynamic elements and scene
accuracy remain. Future research should refine genAI-driven customization to enable users to bring the landscapes they envision into
virtual reality.

1 INTRODUCTION

Immersive virtual environments (IVEs) delivered via virtual reality (VR) have been widely applied in wellness inter-
ventions as a tool to improve mental health and resilience, for example, by offering breathing (e.g., box breathing
[2] or relaxation (e.g., progressive muscle relaxation [6]) exercises, particularly in settings where access to preferred
relaxation spaces is limited (e.g., during in-patient treatment [5] or in urban environments [4]). While research to
date has underscored the importance of personalization in IVEs, such as increasing relaxation during guided full-body
relaxation exercises [6], a new paradigm has emerged with the advent of generative AI (genAI).

By providing highly detailed and customizable environments, generated near instantaneously, genAI enables users
to adopt IVEs to their ongoing preferences, moods, and needs, moving far beyond the personalization afforded by static
(i.e., menu-based) interfaces where users select from a limited number of pre-generated environments. For vulnerable
populations with highly limited mobility, such as children confined to hospitals due to weakened immune systems, the
incorporation of rich and varied AI-generated virtual environments to wellness interventions can help provide benefits
comparable to real-world nature exposure [3].

Extant research has proposed that mechanisms behind the effectiveness of immersive virtual environments include
increased control, engagement, sense of presence, immersion, and reminiscence — where aligning the virtual scenario
with personal memories enhances the overall experience. For example, Pardini et al. implemented personalization using
a drop-down menu, allowing participants to control the time of day, select from three realistic environments (mountain,
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marine, countryside), and choose whether people were present in the scene. However, genAI eliminates the need for
pre-defined options, with users able to simply describe their vision aloud. This raises questions as to the validity of
the mechanism proposed in extant, non-genAI IVE research. For example, whether the relative simplicity of stating a
sentence and then receiving a rich, detailed, and near-instantly generated world increases immersion and presence, and
whether this process (which omits the slower and more controlled menu based interactions in extant research) comes
at the expense of decreased control.

In the current paper, therefore, we aim to assess the feasibility of using genAI for IVEs and explore the mechanisms
underlying user reactions to such environments using a small usability study.

Fig. 1. The three different prompts from the three different participants and the corresponding output.

2 CASE STUDY ON USER-GENERATED IVES

As generative AI introduces new possibilities for personalizing IVEs, it is crucial to evaluate how effectively these AI-
generated environments align with user expectations and support relaxation experiences. Traditional IVE customization
methods rely on pre-defined options, which may limit personalization and user engagement. By contrast, genAI offers
a more flexible, user-driven approach, enabling individuals to create environments purely from verbal descriptions.
However, the extent to which these AI-generated environments meet user expectations and provide a sense of immersion
remains an open question.
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This case study was conducted to assess the feasibility of using genAI for the creation of IVEs intended for relaxation.
Specifically, it aimed to explore whether users felt in control of the generation process, whether the resulting environ-
ments matched their envisioned settings, and whether any unexpected or misaligned outputs disrupted immersion. By
understanding these factors, this study provides insight into the potential of genAI IVEs as a tool for virtual relaxation
interventions.

2.1 Technical Specifications

The immersive experience was rendered on a head-mounted display using Unity 3D game engine and the Meta Quest 3.
SkyboxAI was utilized for IVE generation [1]. SkyboxAI uses a Latent Diffusion model, LDM3D, which generates large
2D images with depth characteristics to simulate a 3D effect, and then uses autocomplete-like inference to generate
missing data, enabling fast, high-quality scene creation for a 3D context [7]. Depth maps provide a 3D structure to 2D
images with minimal computation time. SkyboxAI allows for a selection of 30 distinct styles, including digital painting,
low poly render, fantasy, and Neo Tokyo. For our purposes, we used photo realism.

2.2 Participants and Procedure

A sample size of three participants was chosen for this study as an exploratory, qualitative investigation into the
feasibility and user experience of generative AI-driven immersive virtual environments (IVEs). Given the novelty of
genAI for IVE personalization, the primary goal was to gather in-depth insights into user expectations, perceived
control, engagement, and misalignment rather than achieve broad generalizability. This approach aligns with case study
methodologies and usability research, where small-scale studies are commonly used to identify key themes, usability
challenges, and directions for future, larger-scale investigations. Participants were first briefed on the study’s objective.
They were told that they would be creating an immersive virtual environment that "would serve as their ideal place to
relax, meditate, or be mindful in." It was explained that this place could be somewhere that really existed in the world,
or completely fabricated from their imagination. Then, once ready, they described their envisioned setting in words.
The prompt was then typed onto a computer screen, closely matching the participant’s description with only minor
edits to remove redundancy. The prompts and corresponding virtual environment can be seen in Fig. 1. The participants
were able to edit the prompt before it was sent to SkyboxAI for generation. Once the IVE was generated, participants
viewed it through the Meta Quest 3 HMD for the full immersive experience. While still immersed in the environment,
an open-ended interview was conducted to explore participants’ experiences, including their sense of control over the
process and alignment with expectations of the output.

2.3 Content Analysis

The content analysis of participant interviews revealed four key themes: perceived control, engagement, misalignment,
and relaxation. Quotes within these themes can be seen in Table 1. First impressions were overwhelmingly positive,
with two of the participants initially expressing a "wow factor" upon entering their generated environments. One
participant described their immediate reaction as being “almost exactly like it,” indicating an initial sense of realism and
immersion. The visual fidelity and scale of the environments contributed to these strong first impressions, with several
participants remarking on details such as the sky, slate textures, and atmospheric conditions that closely resembled
their expectations. However, as participants spent more time in the environment, minor discrepancies in realism and
interactivity became more apparent, leading to more critical reflections.
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Main Theme User Quotes

Perceived Control "I could easily re-tweak it with a few more prompts to be perfect.“ (Participant 1)
"Quite a lot [of control], 80%.“ (Participant 2)
"Also cool that it integrated random grass into the dunes, so I wouldn’t have expected or didn’t prompt.
But I liked it.“ (Participant 2)
"So I think I had enough control, but the results were maybe not as I expected them to be.“ (Participant
3)
"Knowing what I know now, I would have just not said anything about adding trees.“ (Participant 3)

Engagement "If I look behind me, that’s really kind of... I have like the slate kind of farmhouse here. And then yeah,
I can just screen out the urban parts.“ (Participant 1)
"It looks just like I’m part of a very nice drawing or picture. Like a piece of art.“ (Participant 2)
"I feel like I’ve looked at everything already.“ (Participant 3)

Relaxation "For me, relaxation is nature. And I wouldn’t really associate an urban environment with relaxation.“
(Participant 1)
"I would say 4 [out of 5 for level of relaxation]. If it would have some gentle movement, it would be
perfect.“ (Participant 2)
"Probably 3 to 4 [out of 5 for level of relaxation], let’s say.“ (Participant 3)
"If I had a task, it would be a nice environment to do something in, but not just chilling.“ (Participant 3)

Misalignment "So you can kind of see like the towns are way too big and grey that are around here like they should
not be like that, it almost reminds me a bit of China.“ (Participant 1)
"There is for some reason there is a mirror glass looking thing in the sky, I guess where the VR
environment joins together." (Participant 1)
"The ocean is not moving at all or looks frozen.“ (Participant 2)
"It looks more like a picture. But I can imagine with moving objects, it would be more realistic.“
(Participant 2)
"The trees that are very close to me are very big and now I can notice that even though it has bark, it
looks like a tree. But if I look close, it’s actually made out of stone or rock.“ (Participant 3)

Table 1. Themes and quotes from participants.

Participants generally appreciated the ability to generate environments with minimal constraints, with one describing
the process as offering “quite a lot of control” (80%). However, some noted that while they technically had control
over input descriptions, the generated outputs did not always align with their expectations, particularly regarding
unintended AI interpretations (e.g., trees appearing as stone formations).

Engagement was influenced by the extent to which participants felt immersed in their environments. While some
reported aesthetic appreciation, describing the environments as “like a piece of art,” others noted that the lack of
interactivity and dynamic elements (e.g., frozen water, static landscapes) reduced long-term engagement. Additionally,
several participants highlighted misalignment issues, where AI-generated elements disrupted realism, such as “mirror-
like” seams in the sky or an urban presence that felt incongruous with their relaxation goals.

Despite these challenges, participants generally found the environments conducive to relaxation, with ratings ranging
from 3 to 4 out of 5 on a subjective relaxation scale. Participants emphasized the importance of natural elements,
reinforcing prior research on the restorative effects of nature-inspired IVEs. However, several expressed that adding
subtle motion and ambient sound would improve immersion and realism.
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3 DISCUSSION

The initial response to the generated IVE may depend on whether the user selects a real-world location or an imagined
one. Two participants chose to recreate familiar locations and expressed initial excitement at how well the virtual
environment aligned with their real-world experiences. In contrast, the third participant designed an entirely new
location without a specific sense of place and responded with less enthusiasm toward the initial result.

This difference in reaction may stem from the way users compare their envisioned space to the generated output.
When a user selects a real location, their expectations are anchored in reality, making it easier for the AI to generate
familiar elements if it has sufficient training data on that location. This can lead to a stronger sense of recognition
and satisfaction. Conversely, when a user creates a completely original environment, the AI lacks specific real-world
reference points, increasing the likelihood of unexpected or less cohesive results, which may lead to disappointment.
Further research with a larger participant pool is needed to determine whether this trend holds across different users
and scenarios.

As participants spent more time exploring their generated IVEs, they began to notice more visual artifacts and
inconsistencies that were not immediately apparent upon first entering the environment. Examples included a pane of
mirror-like reflections in the sky, which appeared to be a rendering artifact, and a stone pillar that abruptly transformed
into a cedar tree, likely due to the AI misinterpreting structural elements. These anomalies disrupted the sense of
immersion and presence, as they reminded users of the artificial nature of the environment, pulling them out of the
experience. Rather than remaining fully engaged with the IVE, participants began to shift their focus toward analyzing
the generation errors and considering how they might modify their prompts to avoid similar issues in the future. This
suggests that while generative AI provides a powerful tool for IVE customization, unexpected artifacts can become
a source of distraction, preventing users from fully immersing themselves in relaxation or mindfulness exercises. To
address this limitation, future studies should explore real-time re-prompting mechanisms, allowing users to refine and
adjust the generated scene iteratively. By enabling participants to correct errors as they appear, researchers can assess
whether this approach leads to a more seamless and satisfying experience, where users can focus on relaxation rather
than being preoccupied with visual inconsistencies.

Overall, the feasibility of using genAI for IVEs is promising, as it enables highly personalized virtual spaces with
relatively low effort as the only input is the ability to craft a prompt. Even with relatively basic prompting, the outputs
were conducive to a relaxing background. With further refined prompting techniques, repeated prompts, and more
user input, it is expected that the results will better match what has been envisioned. One of the biggest limitations as
pointed out by the three participants, is the lack of dynamic elements. There is no animation for elements that typically
move, like the ocean in the second participant’s IVE. This contributed to the IVE feeling more like a drawing than
an environment and hindered the sense of presence. Similarly, since the generated IVEs are just skyboxes, or images
on the face of a cube, participants are not able to move through the environment or interact with anything they are
seeing. This is one of the biggest drawbacks of using an image generation model to create the entire environment: it is
completely static. Therefore, the generated IVE should serve as the backdrop for the wellness intervention. Additionally,
an embedded task within the IVE can help keep participants engaged while remaining in a stationary setting. To
enhance the experience, participants should receive guidance on how to effectively prompt the model, ensuring they
avoid incorporating elements that imply motion, such as ocean waves or birds in flight.
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4 CONCLUSION & NEXT STEPS

Generative AI presents a new opportunity for personalized VR wellness experiences. However, its effects on immersion,
emotional engagement, and user perception require empirical study. Future work will explore how SkyboxAI can be
better utilized to better handle nuances in user descriptions and incorporate interactive features to enhance engagement
in relaxation-focused virtual spaces. A planned study will investigate how users interact with generative AI by refining
their environments through repeated prompting, selecting stylistic preferences, and applying best practices for effective
prompt construction within the VR environment itself. This will be done to further investigate whether having a more
active role in the creation of the IVE leads to a sense of ownership within the space, and therefore leads to a sense of
empowerment. Feeling empowered could greatly enhance wellness outcomes by fostering a deeper sense of agency,
engagement, and connection to the virtual environment. Ultimately, such an empowerment-focused approach could
substantially improve the transformative potential of VR wellness interventions, leading to more personally meaningful
virtual experiences.
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