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Content annotation at scale remains challenging, requiring substantial human expertise and effort. This paper presents a case study in
code documentation analysis, where we explore the balance between automation efficiency and annotation accuracy. We present
MCHR (Multi-LLM Consensus with Human Review), a novel semi-automated framework that enhances annotation scalability through
the systematic integration of multiple LLMs and targeted human review. Our framework introduces a structured consensus-building
mechanism among LLMs and an adaptive review protocol that strategically engages human expertise. Through our case study, we
demonstrate that MCHR reduces annotation time by 32% to 100% compared to manual annotation while maintaining high accuracy
(85.5% to 98%) across different difficulty levels, from basic binary classification to challenging open-set scenarios.

CCS Concepts: • Human-centered computing → Collaborative content analysis; Empirical studies in HCI.

Additional Key Words and Phrases: Human-AI Collaboration, Large Language Models, Generative AI, Semi-automated Annotation,
Rapid Data Analysis, Open-Set Recognition

1 INTRODUCTION

Generative AI, particularly Large LanguageModels (LLMs), has demonstrated impressive capabilities in text generation[6],
code completion[7], and question answering[15], with growing applications in automating content analysis and an-
notation tasks [13][14]. Traditional manual annotation methods are labor-intensive and time-consuming, especially
for large-scale datasets like software repositories or multi-modal content[8][5]. While automated AI annotation offers
scalability, it struggles with accuracy and reliability [16][9]. Therefore, exploring human-AI collaborative approaches to
identify more effective collaborative paradigms is crucial.

This study presents a semi-automated annotation framework that leverages multiple LLMs for collaborative content
analysis while maintaining human oversight. To explore new paradigms in human-AI collaboration, our framework
addresses three critical challenges in content annotation:

First, while existing tools like quallm[3] demonstrate basic LLM-assisted annotation capabilities, our framework
advances this concept by introducing a structured multiple-LLM approach that systematically addresses classification
tasks of varying difficulty levels. Previous work[8][14] primarily focused on identifying outliers in specific domains. In
contrast, we innovate by developing and evaluating a systematic framework that handles four distinct difficulty levels,
ranging from basic binary classification to open-set categorization. Our evaluation demonstrates clear performance
patterns across these levels - achieving over 98% accuracy in basic tasks, 95.5% in domain classification, 94.06% in
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Fig. 1. Overview of our semi-automated annotation framework: (A) Independent Model Analysis - multiple LLMs process input data
independently; (B) Consensus Building - models collaborate to reach agreement; (C) Human-in-the-Loop Review - expert review for
cases requiring human judgment.

closed-set classification, and 85.5% in challenging open-set scenarios. This evaluation reveals both the capabilities and
limitations of LLM-assisted annotation across different complexity levels, providing practical insights for implementing
semi-automated annotation tasks.

Second, we extend beyond traditional human-AI collaboration methods by implementing a novel consensus-building
mechanism among multiple LLMs. While previous work in incivility annotation [13] and medical diagnostics[16]
demonstrated basic benefits of combining AI and human judgment, our framework introduces a systematic approach to
reconciling model disagreements. Unlike single-model systems[3][5], our approach leverages diverse LLM perspectives
to provide diverse initial analyses, enabling even non-expert annotators to make informed decisions. This multi-
model consensus approach significantly outperforms single-model baselines, particularly in complex tasks - improving
accuracy by 8-32 percentage points for closed-set classification and doubling the accuracy (85.5% vs 45.2%) for open-set
classification compared to the best single model. These results demonstrate the effectiveness of leveraging diverse
model perspectives for enhanced annotation quality.

Third, we provide concrete evidence for automation reliability and workload reduction through analysis of human
review requirements. Our framework achieves high automation reliability (91.5-99.1% accuracy) for closed-set tasks
(Levels 1-3) without human intervention, while strategic human review improves accuracy to 96% for complex open-set
tasks. Compared to full manual annotation, we reduce human workload by 100%, 92%, 66%, and 32% for Level 1-4
tasks respectively, while maintaining high quality standards. These results demonstrate a practical balance between
automation efficiency and annotation accuracy, with human expertise strategically deployed where it provides the most
value.

2 BACKGROUND

In modern software development environments, teams face the challenge of rapidly categorizing[4] and routing various
technical content, such as feature requests, and code changes and bug reports[1]. For example, in enterprise settings,
support staff need to quickly classify incoming technical issues across diverse domains - from web development to
hardware concerns. Web development alone typically encompasses multiple specialized areas: Frontend development,
Backend systems, Full-stack applications, Database management and Supporting tools and infrastructure.

Beyond these predefined categories, issues may relate to specialized domains like hardware interfaces, configuration
management, or domain-specific applications. The challenge lies in efficiently categorizing this content while handling
both common and specialized cases.
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Our case study builds upon the COMMITPACK dataset introduced by Muennighoff et al.[10], which contains 4TB
of Git commits across 350 programming languages. This dataset pairs code changes with human-written commit
messages, originally designed to improve instruction-based fine-tuning of LLMs. While the dataset was initially created
for tasks like code fixing, interpretation, and synthesis, we identified its potential for exploring automated content
classification in software development contexts. We use the high-quality subset COMMITPACKFT, which includes
277 programming languages. For each language, we randomly selected 10 files for our case study analysis, ensuring a
diverse yet manageable dataset for thorough evaluation.

Our study examines three increasingly complex classification tasks using this dataset. The first task focuses on
Level 1 - basic classification through binary language identification. This involves rapid assessment of programming
languages (such as distinguishing JavaScript from non-JavaScript code) to enable initial triage and routing of technical
issues. This fundamental step is crucial for directing issues to appropriate technical teams and establishing the basic
context for further analysis.

The second task addresses Level 2 - domain classification, which involves categorizing code into broader application
domains such as web development. This high-level categorization helps in department-level issue assignment and
considers cross-domain implications. Such classification is essential for resource allocation and team coordination,
particularly in large organizations where multiple teams may need to collaborate on complex issues.

The third and most complex task involves both detailed categorization within identified Level 3 - closed-set
classification and Level 4 - open-set classification for emerging categories. Within established domains like web
development, this includes precise classification into areas such as frontend development, backend systems, full-stack
applications, database management, and infrastructure support. However, equally important is the system’s ability to
identify and categorize content that falls outside these predefined categories. This open-set classification capability
is crucial for handling the "long tail" of specialized technical issues, such as domain-specific frameworks, emerging
technologies, or hybrid approaches that combine multiple paradigms. The system must not only recognize when content
doesn’t fit existing categories but also propose meaningful new categories and maintain consistency in how these novel
cases are classified. The focus on both structured categorization and open-set recognition enables the system to evolve
alongside rapidly changing technical landscapes while maintaining organizational efficiency.

Through these tasks, we aim to understand not only the technical capabilities of LLM-assisted content classification
but also its practical utility in real-world software development environments. This case study allows us to evaluate both
the technical feasibility and operational benefits of integrating LLM assistance into content classification workflows.

3 SEMI-AUTOMATED ANNOTATION FRAMEWORK

We present a novel Multi-LLM Consensus with Human Review (MCHR) framework that leverages multiple Large
Language Models (LLMs) for content analysis while maintaining human oversight. As shown in Figure 1, our framework
consists of three main modules: independent model analysis, consensus building, and human-in-the-loop review.
IndependentModel Analysis: Our framework employs three state-of-the-art LLMs (GPT-4o[12], Claude 3.5 Sonnet[2],
and GPT-o1 reasoning[11]) to analyze content independently, ensuring unbiased and diverse perspectives. Each
model processes the same input using identical prompts. This independent processing approach helps capture diverse
interpretations and reduces systematic biases that might arise from sequential or dependent analysis.
Consensus Building: Drawing inspiration from collaborative human annotation practices, we developed a systematic
consensus-building mechanism that simulates collective expert decision-making through multiple LLMs. The protocol
implements a three-stage verification process where two primary models initially analyze the content independently,
GenAICHI: CHI 2025 Workshop on Generative AI and HCI 3
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with a third model serving as an additional evaluator in cases of initial disagreement. The system categorizes consensus
outcomes into three levels: full agreement where all models provide the same result, partial agreement where two
models agree while one differs, and no agreement where all models provide different classifications. This granular
approach to consensus measurement enables informed decisions about the necessity of human intervention, particularly
for cases of complete divergence or potential novel categories in open-set classification scenarios.
Human-in-the-Loop Review: The human review module is strategically activated in specific annotation scenarios:
model disagreement or confidence scores lower than a threshold (0.8) in cases of partial agreement. To facilitate
informed decision-making, the system presents annotators with a comprehensive LLM analysis content, including
model classifications, reasoning chains, and divergence points. To ensure consistent annotation standards while
minimizing unnecessary human intervention, we implemented several quality control modules. This system includes
structured response validation to ensure output format consistency, confidence score thresholding for classifications,
and regular quality checks through random sampling of agreed classifications.

Our framework tries to strike an optimal balance between automation efficiency and annotation accuracy across all
four classification difficulty levels. Through configurable analysis prompts and adaptive classification schemes, the
system maintains high performance across diverse content types. As illustrated in Figure 1, this systematic workflow
facilitates seamless transitions between automated analysis, consensus building, and targeted human review, ensuring
both scalability and reliability in the annotation process.

4 EXPERIMENTAL STUDY

In this section, we evaluate our Multi-LLM Consensus with Human Review framework’s effectiveness for classification
tasks, using three research questions (RQs):

• RQ1 (Performance Across Difficulty Levels): How does the method perform across classification tasks of
varying difficulty levels?

• RQ2 (Multi-LLM Consensus Effectiveness): How does the annotation accuracy of the Multi-LLM Consensus
with Human Review framework compare to that of single-model baselines?

• RQ3 (Automation Reliability): Is the automated annotation part accurate enough (≥90%) to justify reducing
human workload, and what is the impact of human review on accuracy in cases of model disagreement?

4.1 Experimental Design

As described in Section 2, we conduct a case study analysis using the COMMITPACKFT dataset, a curated collection of
code snippets representing 277 distinct programming languages. We randomly selected 10 files per language, yielding a
total of 2,770 code snippets for use in our classification task analysis.
Difficulty Levels: To answerRQ1, we defined a four-level classification for each code snippet. This level (corresponding
to the classification tasks described in Section 2 allows us to systematically evaluate the system’s capabilities across a
wide spectrum of annotation challenges.

Level 1 (Basic Classification): Binary classification of code snippets (determining whether a snippet is JavaScript).
Level 2 (Domain Classification): Determine the code’s broad application domain (e.g., web development) via binary

classification.
Level 3 (Closed-Set Classification): Categorizing code snippets into one of five predefined categories: frontend,

backend, full-stack, database, and supporting tools.
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Level 4 (Open-Set Classification): Identifying and categorizing code snippets that fall outside the predefined
categories in Level 3. This level addresses the “long tai” of less common programming languages and tasks by proposing
appropriate new category labels.

To establish a gold standard for evaluating the classification tasks, three software developers with over six years of
industry experience independently annotated the dataset we selected. Two developers performed the initial annotation,
using online resources and AI-assisted tools as needed. A third developer resolved conflicts by reviewing annotations in
cases of disagreement. On average, each annotation took approximately three minutes.
Evaluation Setup:We evaluated our Multi-LLM Consensus with Human Review (MCHR) framework against strong
single-model baselines to assess its effectiveness. The baselines consisted of the individual performances of state-of-the-
art LLMs: GPT-4o, Claude 3.5 Sonnet, and GPT-o1 reasoning. For the MCHR framework itself, we used these same three
models as Model 1, Model 2, and Model 3, respectively, to generate the multi-model consensus.

To address RQ2, we compared the overall performance of MCHR (denoted as “MCHR (All)” in Table 1) against the
single-model baselines. This comparison demonstrates the overall benefit of our approach.

To address RQ3, we performed a more granular analysis, separately evaluating the MCHR (All) results into two
parts:

MCHR (Auto-part): This represents the accuracy achieved solely by the automated multi-model in cases of full
agreement, without any human review. It reflects the annotation performance of the system’s automated part.

MCHR (Human-part):This presents the accuracy of only the cases that required human Review (due to model
disagreement or low confidence). This isolate the accuracy of the human Review part. By comparing MCHR (Auto-
part) and MCHR (Human-part), and the MCHR (All), we can quantify the accuracy improvement provided by human
intervention in disputed cases.

Finally, to quantify the reduction in human workload, we measured the Human Review Rate (HRR). This metric
represents the percentage of cases that required human review because the models either disagreed or expressed low
confidence in their predictions. A lower HRR indicates greater automation and reduced need for human intervention.

Table 1. Classification Performance Across Difficulty Levels (% ± 95% CI). MCHR = Multi-LLM Consensus with Human Review.

Approach Level 1 Level 2 Level 3 Level 4

GPT-4o[12] 98.1 ±1.8 92.5 ±3.2 62.1 ±11.4 29.9 ±6.3
Claude 3.5 Sonnet[2] 98.2 ±1.7 91.7 ±3.3 80.0 ±9.3 37.7 ±6.5
GPT-o1[11] 98.6 ±1.5 92.9 ±1.4 85.7 ±5.2 45.2 ±5.0

MCHR (All) 98.1 ±1.8 95.5 ±2.6 94.06 ±8.6 85.5 ±5.1
MCHR (Auto-part) 99.1 ± 1.2 95.2 ± 2.7 91.5 ± 8.5 83.6 ± 11.7
MCHR (Human-part) - 96.7 ±3.0 100.0 ±6.2 96.0 ±3.7

Human Review Rate 0.00 6.74 33.33 67.20

4.2 Results and Analysis

RQ1 (Performance Across Difficulty Levels): Our framework demonstrated severe performance degradation
patterns across difficulty levels (Table 1). For basic classification (Level 1), all approaches achieved near-perfect accuracy
(98.1-98.6%), showing LLMs’ high performance in low-level classification. At Level 2 (domain classification), MCHR
(All) achieved 95.5% accuracy (±2.6), outperforming single models by 3-4 percentage points. The performance gap
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widened significantly at higher difficulty levels: for closed-set classification (Level 3), MCHR improved accuracy by 8-32
percentage points over baselines, and for open-set classification (Level 4), it doubled the accuracy of the best single
model (85.5% vs 45.2%).
RQ2 (Multi-LLMConsensus Effectiveness): Themulti-LLM consensus mechanism substantially improved annotation
quality, particularly for complex tasks. While single models showed high variance in Level 3 (62.1-85.7%) and Level 4
(29.9-45.2%) performance, MCHR (All) achieved stable high accuracy (94.06% and 85.5% respectively) through consensus
building. The increasing human review rate with task complexity (from 33.33% at Level 3 to 67.2% at Level 4) underscores
the need for this consensus approach.
RQ3 (Automation Reliability): The MCHR Auto-part demonstrated high accuracy on Level 1-3 tasks (91.5-99.1%),
indicating reliable performance for closed-set problems and a reduction in manual annotation workload. However, the
accuracy for open-set problems was 83.6%, falling short of the 90% acceptance criterion for high-quality automatic
annotation. Manual review was crucial for improving accuracy in those challenging cases, resulting in an accuracy of
96% for Level 4 tasks in MCHR (Human-part).

Future research should investigate mechanisms to enhance both the human review rate and the accuracy of the
automatic annotation part for such complex classification problems.

Compared to full manual annotation, the framework reduced manual workload by 100%, 92%, 66%, and 32% for Level
1, 2, 3, and 4 tasks, respectively, while maintaining a final accuracy above 85% for both closed-set and challenging
open-set annotation tasks through strategic human-AI collaboration.

4.3 Key Findings and Future Directions

Key Takeaway Findings: This study revealed several significant insights into human-AI collaborative content analysis.
First, the multi-LLM consensus mechanism demonstrated remarkable effectiveness in mitigating individual model
biases, particularly in ambiguous cases where single models showed a 1–23% accuracy variance across different levels
of task difficulty. This finding underscores the value of diverse model perspectives in improving annotation reliability.

Second, analysis of the 201 open-set cases revealed critical challenges in handling sparse categories. With 73% of
categories containing fewer than three samples (mean: 2.01), significant naming inconsistencies were observed across
results. For example, semantically similar concepts received varied labels (e.g., “hardware description” versus “HDL
programming”), highlighting the need for robust taxonomy management in open-set classification.

Our approach proved highly efficient, reducing annotation time by 66%–100% compared to pure manual annotation
while maintaining quality standards for closed-set classification analysis; furthermore, human verification served as
both immediate quality control and a valuable alignment signal for the future research.

Our approach demonstrated a substantial reduction in annotation time (66% to 100%) relative to manual annotation,
while preserving quality standards for closed-set classification. Moreover, human verification not only provided
immediate quality control but also offered a valuable signal for future research improvement.
Future Potential Improvement: Building on our findings, we identify two critical areas for enhancement. First,
the consensus mechanism could be strengthened through confidence-based model debates and dynamic weighting of
model votes based on historical performance in the future. This direction would help address the current limitations in
handling low-confidence predictions and improve the overall reliability of automated classifications.

Second, we envision a future adaptive learning pipeline that leverages human-verified examples through a few-shot
learning method. This pipeline would create continuous feedback loops between human reviewers and models, gradually
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improving classification accuracy while reducing the need for human intervention. Such a potential approach could
reinforce specialized domains where standard classification schemes may not fully capture the nuances of the content.
FutureApplications: The framework’s potential extends beyond our current implementation in programming language
classification. In research community, it could significantly enhance systematic literature reviews and research data
annotation, where consistent categorization across large volumes of content is crucial. The system’s ability to handle
both predefined categories and emerging concepts makes it particularly valuable for fields with rapidly evolving
terminology and concepts.

In industrial aspect, the framework could transform technical support systems through intelligent ticket routing and
bug report triage. Its ability to maintain classification consistency while adapting to new categories addresses a critical
need in company environments where support issues often span multiple technical domains. The reduced annotation
time and maintained accuracy levels make it particularly suitable for high-volume, time-sensitive classification tasks.
The human-in-the-loop module ensures that domain expertise guides the evolution of classification schemes while
maximizing automation benefits.
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