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ABSTRACT
The rise of generative artificial intelligence (GenAI) opens up new
affordances in human-computer interaction (HCI) research on pub-
lic sector sociotechnical systems. We argue that there remain oppor-
tunities for using AI to generate synthetic data when theoretically
assessing the fairness of decisions rendered by AI systems in public
sector domains. However, there remain critical ethical challenges
to adopting generative AI for public sector research if synthetic
data or personae substitute stakeholder voices. In this paper, we
draw on past research from child welfare, higher education, and
homelessness systems to identify opportunities and challenges in
adopting generative AI for research in the public sector.

CCS CONCEPTS
• Human-centered computing → Empirical studies in HCI; •
Applied computing→ Computing in government.
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1 INTRODUCTION
Public sector services and institutions in the US and Canada have
long used information communication technologies (ICTs) to in-
crease public service delivery efficiencies, minimize repeated in-
formation collection, reduce bureaucratic overhead, and promote
consistent and evidence-based decision-making processes [4, 5].
Following the recent rise of generative AI models, critical questions
are being raised about how public sector workers can and should in-
teract with powerful nascent technologies such as Large Language
Models (LLMs). In fact, in Canada, the federal government recently
introduced guidelines on how federal institutions can use these
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tools in public work in recognition of their powerful potential and
limitations [3]. Because the nature of public sector services and
work often involves critical matters impacting citizens and dealing
with highly sensitive personal information, public agencies in the
US and Canada emphasize the need to exercise caution with what
information is input into generative AI tools and how the tools’
outputs are trusted or used.

Prior ethnographic work by HCI scholars in the public sector
highlights the dynamic and complex interactions between tech-
nology use and human decision-making. Workers are subject to
varying bureaucratic protocols and legislative and organizational
constraints, which impact how workers use technologies. Often,
researchers have found that in the face of the above-mentioned
constraints, AI tools fuse onto existing work practices, become mis-
appropriated for uses beyond their initial intended use, and inhibit
discretionary human decision-making, leading to poor decision-
making [7, 12]. Additionally, stakeholders who use and are impacted
by decisions rendered by AI systems raise critical concerns on the
appropriateness of using black-box systems to alter an individual’s
life significantly [8, 15]. Given the powerful capabilities of genera-
tive AI tools and dynamic organizational or legislative constraints
that significantly influence how AI tools are used in the public
sector, it becomes critical to identify domain-specific opportunities
and challenges when adopting generative AI to assist and regiment
public sector work. In the following paragraphs, draw on past re-
search from prior work studying child welfare, higher education,
and homelessness systems to identify opportunities and challenges
in adopting generative AI for research in the public sector.

2 CHALLENGES AND LIMITATIONS OF
GENERATIVE AI FOR HOMELESSNESS,
CHILDWELFARE, AND HIGHER
EDUCATION SYSTEMS RESEARCH

Students of public Higher Education Institutions (HEIs), individuals
experiencing homelessness and families involved with child wel-
fare systems represent vulnerable communities. At the same time,
these public sector domains face significant resource constraints.
For example, child welfare systems face a shortage of experienced
caseworkers and good foster homes [11], and cities experiencing
high levels of homelessness do not have enough emergency shelter
and affordable permanent housing spaces for their clients [8, 10].
In response to the resource-constrained landscape of child welfare,
higher education, and homeless systems, public sector agencies and
institutions are increasingly adopting AI tools to identify and prior-
itize high-risk populations and allocate services to them [9, 10, 14].

https://orcid.org/0000-0003-3233-9773
https://orcid.org/
https://orcid.org/0000-0003-0073-2378
https://doi.org/XXXXXXX.XXXXXXX
https://doi.org/XXXXXXX.XXXXXXX
https://doi.org/XXXXXXX.XXXXXXX


CHI ’24, May 11–16, 2024, Honolulu, Hawai’i Moon, McConvey and Guha

In the face of the growing applications of generative AI, our prior
studies examining caseworker work practices in child welfare sys-
tems highlight significant hurdles and ethical concerns of adopting
these new powerful technologies [13, 14]. Our works previously
examined narrative case notes written by front line staff in child
welfare systems, which uncovered discretionary work carried out
by caseworkers and complex power imbalances between child wel-
fare system stakeholders (e.g., bio-parents, foster parents, children,
caseworkers, judges, etc.). Through our work, we identified how
caseworkers navigate the dual, conflicting role as advocates for fam-
ilies and enforcers of child welfare regulations. We also found case-
workers performed street-level discretionary work, such as helping
clients with medical paperwork which is not officially documented
as their job responsibility, to better serve their clients. Given the
complex and dynamic interactions between multiple stakeholders
in child welfare systems, questions arise about whether generative
AI tools such as LLMs can begin to accurately represent the above
mentioned tensions and dynamics that underpin child welfare cases.

Previous studies have found that LLMs can generate convinc-
ing and eloquent synthetic personae – i.e., producing human-like
responses when prompted [6, 16]. However, LLM responses and
personalities have also been found to be tied to the training data
used [17]. If biological parents within child welfare systems are fac-
ing a range of unique challenges that require customized care from
caseworkers [14], the practical utility of using generative AI such
as LLMs to generate synthetic personae to express an individual’s
circumstances is low. Furthermore, serious ethical concerns arise
if HCI researchers are to use synthetic personae in child welfare
research instead of centering actually impacted stakeholder voices.

At the same time, we argue there remain opportunities for using
generative AI to generate synthetic data when theoretically assess-
ing the fairness of decision-rendered by AI systems in public sector
domains. As noted above, many public sector agencies, including
homeless systems and higher education, increasingly use algorith-
mic systems for decision-making. Our recent review of algorithmic
systems designed for homelessness research [10] found current algo-
rithmic models in homelessness focus on assessing an individual’s
risk of experiencing homelessness and conflate risk assessment with
service delivery – i.e., high-risk individuals would be prioritized
to receive services. We also found current algorithms failed to ac-
count for the resource-constrained landscape of homelessness and
important fairness-related questions on how we measure risk, who
should be allocated what type of service given a certain risk metric,
and how these decisions will impact different fairness metrics were
largely ignored in the design of algorithms for homelessness. LLMs
could, therefore, offer affordances to generate synthetic data and
run simulation studies to assess how different resource allocation
decisions impact certain population groups and fairness metrics
when operating within various resource-constrained public sector
systems. Running randomized control trials, on the other hand, that
allocate different support services can be costly, time-consuming,
and not yield useful results. Utilizing generative AI tools could
thus offer an alternative approach to studying how to design fair
decision-making AI systems for public sector domains.

Similar to child welfare and homeless systems, public institu-
tions of higher education have seen a significant increase in the
deployment of educational data mining, learning analytics (which

involves collecting data on a student’s activity within the Learn-
ing Management System) [1], and the design of algorithms for
decision-making, prediction, and personalization [2]. In our prior
review of algorithmic decision-making in higher education [9], we
demonstrated that model design has shifted away from rules-based
systems of the 1990s and early 2000s towards neural networks and
natural language processing. Consequently, the outcomes have be-
come less explainable and interpretable, while requiring the use
of greater quantities of individual student data, and subsequently
increasingly raising privacy concerns. Despite this increase in both
data and complexity, we found that these datasets and algorithmic
systems largely lack context, treating student behaviours (such as
learning management system activity), grades, and pathways as
consistent across courses, programs, and institutions. Synthetic
training data, such as that generated with LLMs, could potentially
be used to develop student narratives that could be used to train
more context-aware models without risking student privacy. How-
ever, we add a note of caution. The use of AI in higher education is
already associated with exacerbating existing inequities, such as
in the case of algorithmic Early Warning Systems [9]. And biases
that exist within LLMs and their training data could reinforce these
inequities. Just as with child welfare, serious ethical concerns arise
if HCI researchers are to substitute LLM-generated synthetic train-
ing data in Higher Education research instead of centering student
voices.

3 CONCLUSION
The rise of generative AI opens up new affordances in HCI research
on public sector sociotechnical systems. Generative AI offers op-
portunities to generate realistic instances of synthetic data to run
experimental simulation studies that would otherwise be costly and
time-consuming. However, there remain critical ethical challenges
to using generative AI for public sector research if synthetic data
or personae substitute stakeholders’ voices. We, therefore, need
further exploration of the limitations and opportunities of using
generative AI technologies for the public sector.
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