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There has been increasing attention on using LLMs (large language models) to assist text-based UX design processes, such as
brainstorming and ideation. Given LLMs’ recent ability to process images and summarize image content, they might also be leveraged
to conduct heuristic evaluations of UIs (user interfaces). As an initial step, our work tested how well LLMs could conduct synthetic
heuristic evaluations. We found that LLMs are able to assess the components of UIs according to a given set of heuristics. We present
insights about how LLMs’ outputs compare to human insights and hope to discuss how UX designers can leverage LLMs in their
current process of usability testing.

1 INTRODUCTION

There has been increasing attention to understanding the use of LLMs in UX design [7, 33]. Prior work that applies
LLMs to the work of UX designers has focused on tasks that can be represented in text. As multimodal LLMs become
available, there is an opportunity to explore the use of LLMs in image-related tasks, such as heuristic evaluation of UIs
(user interfaces).

Recent research has shown that multimodal LLMs can identify and describe specific elements of the UIs [13, 30, 33].
In addition, since LLMs have been trained on a huge amount of information (e.g., scientific papers, discussion forums,
etc.), they can possibly model how humans think about a specific problem [31]. Thus, it is possible that multimodal
LLMs can take on complex UX tasks related to images, such as heuristic evaluation.

Heuristic evaluation is a form of user evaluation, where potential users are given a user interface. After inspecting
and interacting with the interface, they are asked to identify if there were any violations of a set of heuristics. The
heuristics are usually an established set of standards that are widely used. And the identified violations are referred to
as usability issues [23, 24]. As described, multimodal LLMs could process UIs and identify elements, demonstrating
their potential to assess specific components against a given set of content. Additionally, drawing on LLMs’ ability to
simulate human cognition, they could possibly provide feedback about how each element follows or violates a set of
heuristics. Overall, given LLMs’ recent abilities to process images, it is beneficial to understand how they could support
UX practitioners with image-related tasks.

In this work, we explore the feasibility of LLMs in conducting synthetic heuristic evaluations by testing their
performance on two common types of mobile applications. We present findings demonstrating that LLMs could
generate qualitative heuristic evaluation results and describe the usability issues, in a similar way as human evaluators.
However, we also note that simply understanding the ability of LLMs is not enough. It is important to consider how to
utilize LLMs to support designers’ work. We discuss possible directions exploring how to integrate LLMs to support UX
designers in synthetic heuristic evaluations.
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2 RELATEDWORKS

2.1 Heuristic Evaluation

Heuristic evaluation is a commonly used formative evaluation technique [23]. To conduct a heuristic evaluation, an
evaluator is provided with a list of heuristics and is tasked to review the interface design and note down any issues
violating the provided heuristics – a set of principles commonly used to ensure the usability of the interface [24]. One
of the most common sets of heuristics is Neilsen’s 10 heuristics. It was created by Jakob Neilsen and Molich in the
1990s [21, 23]. For each violation found, evaluators are also asked to rate the severity of the usability issues from 0 to 4
to help prioritize the most important issues to fix.

In our work, we chose heuristic evaluation as the user evaluation technique to automate using LLM for several
reasons. First, heuristic evaluation is a flexible technique that has been shown to be effective for evaluating web and
mobile interfaces [1, 2, 5, 8, 11]. By adapting the set of 10 original heuristics by Nielsen et al., heuristic evaluation can
also be extended to a variety of novel interfaces and interactions [17–19]. Second, heuristic evaluation does not require
the evaluators to be users or have experience with the interface evaluated [23]. This prevents the need from having
domain specialized LLMs. Third, heuristic evaluation can be done by inspecting screenshots, and does not require
interactions with the actual interface [12]. Analyses of screenshots is now possible with GPT-4, while more complex
interactions are not yet directly possible and would require additional engineering.

2.2 Automated Usability Testing

According to Ivory & Hearst’s 2001 survey paper on automating user evaluation, of the 75 usability evaluation methods
surveyed, methods with automation support only accounted for 33% of the methods [15]. The two types of methods
where automation support is most prevalent are Analytical Modeling (e.g., GOMS analysis) and Simulation (e.g.,
information processing analyses). The use of quantitative metrics and behavioral trace logs in these methods inherently
supports automated capture and analyses. However, these techniques can be difficult to use and learn as they require
the construction and manipulation of complex models. Further, the focus on task completion and usage traces “does not
capture important qualitative and subjective information (such as user preferences and misconceptions) that can only
be unveiled via usability testing, heuristic evaluation, and other standard inquiry methods” [15].

A more recent review of automated web usability evaluation tools suggested that many of these problems persist [22].
The 10 popular web usability testing tools examined generally only produce a score as output, offering no reflection of
the meaning of that output [22]. Further, the high variance in the evaluation results also raised concerns about the
consistency and accuracy of the tools, and whether usability is actually assessed versus other more easily quantifiable
features, such as performance (e.g., page load speed), SEO, and page size.

LLMs offer a potential solution to help advance this line of research. There has been a growing interest in applying
LLMs in UX design processes given LLMs’ capabilities [3, 4, 6, 9, 10, 14, 16, 28, 32]. First, LLMs are able to process and
analyze images [13, 30, 33]. For instance, Zeng et al. demonstrated that given an image and a short description of the
image, multimodal LLMs could provide a summary description of the image content [33]. Additionally, LLMs are keen
to provide feedback [7]. Since LLMs have been trained on a large corpus of data, they could draw similar conclusions as
human beings and generate human-like ideas [31].

However, as these models evolve over time, their capability may change and the results may change. In addition,
compared to the existing research’s [7, 13, 30, 33] focus, heuristic evaluation is more of a cognitive task than a
straightforward question-and-answer engagement. Thus, based on these existing works, we see a potential for LLMs
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to address the gap in automated usability testing and, more specifically, synthetic heuristic evaluations. But we still
have open questions to explore. For instance, can LLMs produce consistent and reliable results? Can LLMs avoid
overemphasizing some given evaluative dimensions more than others in synthetic evaluations? Can LLMs produce
interpretative feedback, similar to that of human evaluators? Our work hypothesizes that the underlying cognitive
ability of LLMs, indicated by Schmidt et al. [31], can support their use in synthetic evaluations.

3 PROCEDURE

We selected two mobile applications to test the performance of LLMs in synthetic heuristic evaluations. The first one is
a rental app. The second one is a language learning app. For each app, we asked both human evaluators and GPT-4 to
experience some tasks, such as “set up rental search preferences,” “search for an apartment using a criteria,” and “experience
a French learning lesson.” We selected these two apps to cover as many different interactions and UI elements as possible.
For each task, we took 3-9 screenshots to demonstrate the screens that users would encounter to complete the task.

To understand how well LLM could conduct heuristic evaluations, we collected two sets of evaluation results. The
first one is the synthetic evaluation set, and the second one is the master set. We compared synthetic evlauation outputs
against the master set.

3.1 Synthetic evaluation set

We used the screenshots taken to prompt GPT-4 to complete a synthetic evaluation of both the rental app and the
language learning app. We chose GPT-4 because it is a state-of-the-art multimodal LLM [25, 26]. We iterated our
instructions a few times to ensure that the outputs were consistent and of high quality. Then, we grouped the results by
the usability issues identified and analyzed them.

3.2 Master set

The master set of heuristic issues represents the complete list of all heuristic violations of the two apps uncovered in
our study.

To gather this set, we collected responses from five local research assistants, who had been trained on conducting
heuristic evaluation. We asked them to conduct independent evaluations of the rental app and language learning app.
They then came together to discuss the issues they identified and those were added to compile the master set. In the
master set, there were a total of 56 issues found for the rental app and 48 issues found for the language learning app.

4 RESULTS

We compared the synthetic evaluation results against the master set. The synthetic evaluation was able to uncover
64.28% (36/56) of the usability issues in the rental app. And the synthetic evaluation detected 62.50% (30/48) of the
usability issues in the language learning app.

We also contrasted LLMs’ and the master set’s description of the same usability issue. For instance, when evaluating
the first set of screens of the rental app, the master set mentioned that “The phrase ‘find your for now and forever’ is

not clear in its meaning because it is abstract and generic, having no explicit association with the rental context.” Our
synthetic evaluation similarly pointed out that “The slogan ‘Find your forever. Or your for now.’ might be confusing as it’s

not immediately clear that it refers to the duration of property rentals.” In general, we found that the LLM was able to
provide a human-like description of the usability issues identified.
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5 DISCUSSION

In this workshop, we hope to engage in conversations about the feasibility of using generative AI to conduct synthetic
heuristic evaluations, the role of LLMs in performing UX design tasks, and how to measure LLMs’ performances given
their uncertain nature.

5.1 Cognitive Capability of LLMs

The initial testing of LLMs’ performance in conducting synthetic heuristic evaluation shows their capability to assess
user interface components and corroborates LLMs’ potential to simulate cognitive capabilities of humans [31]. In
comparison to existing automated evaluation systems [15, 22], LLMs were able to provide interpretable qualitative
insights similar to human feedback, which addresses some of the difficulties with prior automated usability testing
systems [15, 22] that only produced a score with no explanation.

To further understand LLMs’ cognitive capacity, more work could be done to contrast LLMs’ results and human
outputs. Specifically, we could collect human expert evaluators’ assessment of user interfaces and directly contrast
it with LLMs’ outputs. Comparing the qualitative feedback from humans and LLMs would help us better understand
whether LLMs can “think” similarly to human beings. This may help us identify which aspect of synthetic evaluations
LLMs fails to address. For instance, LLMs may have difficulty understanding a specific heuristic and do not perform
as well as human beings in that category. This comparison may also tease out some advantages of using LLMs to
do heuristic evaluations. Since LLMs do not suffer from fatigue and repetitive work, they may be able to produce
high-quality results more consistently than humans.

5.2 Integrating LLMs in Synthetic Heuristic Evaluation

Since LLMs can feasibly run a heuristic evaluation by themselves, designers may ask LLMs to conduct initial evaluations,
test, and iterate the interfaces before moving forward to official testing with human evaluators. This could increase the
quality of human testing sessions, as the iteration with LLMs would have at least identified the obvious set of issues. As
we further fine-tune and improve the quality of LLMs’ outputs, replacing human labor might also be possible. But more
importantly, it is valuable to explore the role of LLMs in the design process. How would leveraging LLMs’ insights for
heuristic evaluations change the way designers brainstorm and iterate their products? How would using LLMs change
the collaboration dynamics in teams of UX designers?

5.3 Measuring Reliability

More work is also needed to ensure LLMs can produce consistent and reliable results. As prior works have pointed
out [20, 27, 29], LLMs are inherently stochastic and do not output the same result every time. But for tasks like heuristic
evaluation whose goal is to identify the same set of usability issues, it may not matter if the results are exactly the same.
As long as LLMs can consistently identify the same set of usability, the phrasings could be different and would not
impact the evaluation result. This opens up the question of how to ensure the consistency of LLM outputs. How can we
prompt LLMs so that they would identify a consistent set of issues given the same user interfaces? Furthermore, how
should we measure LLMs’ reliability in doing synthetic evaluation? More work is needed to systematically evaluate the
use of LLMs in UI evaluations. We are interested in having these discussions at the workshop.
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